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Introduction

In the mid 1960s, researchers observed that individuals given the same oral dose of a drug exhibited variation in their steady-state plasma levels of that drug. Since this discovery, psychiatrists have been aware of the possibility of relating changes in drug plasma concentrations with changes in clinical response. While many investigations have been devoted to uncovering relationships between drug plasma levels and therapeutic effect, the statistical methods employed have not always allowed a rigorous examination of the data.

Although both drug plasma levels and clinical status measures are usually collected on a series of occasions, most of the reported results do not take advantage of the time-varying nature of these data. Instead, researchers typically compute a clinical change score (based on baseline and final clinical assessments) and a steady-state drug plasma measure (which is averaged over several plasma level determinations) and then correlate the two measures. One reason for this simplified approach is that missing observations in the data prohibit the use of the traditional repeated measures analysis of variance models. Also, the modeling of time-varying covariates, such as plasma level measurements, is not always possible with the traditional repeated measures approach. Thus, researchers often simplify the time-varying design of their data by computing an average value or change score.

Recently, random regression models have been developed to model continuous (Bock 1983; Laird & Ware 1982) or dichotomous (Gibbons & Bock 1987; Stratton & et al. 1984) repeated measurements where characteristics of the data preclude the use of the traditional analysis of variance models. Specifically, random regression models allow for the presence of missing data, time-varying or invariant covariates, and subjects measured at different time-points.

In a previous paper (Gibbons et al. 1988), we highlighted some of the differences between the random regression approach to longitudinal data and the more common approaches: endpoint analysis and the repeated measures analysis of variance models. A primary difference is that with the random regression model the focus of the analysis remains on the individual rather than on the sample group to which the subject belongs. For example, the analysis of variance models and the endpoint analysis compute statistics that indicate how the population or a subpopulation improves over time, whereas the random regression model also computes statistics for each individual that express how that particular subject is improving over time. Also, whereas in the more traditional approaches, the group means, standard deviations, and sample sizes are all that are necessary to perform the analysis, the random regression approach uses each subject’s data throughout the estimation phase, iterating between the computation of the individual subject parameters and the overall population parameters. The individual parameters can then be analyzed to determine whether, for instance, the distribution of these parameters is unimodal or multimodal. A bimodal distribution might indicate the existence of treatment response subgroups rather than mere differences on a single continuum.

Model Description

Consider the following model for the measurement $y$ of subject $i$ on occasion $t$:

$$y_{it} = \alpha + \beta r + \alpha_i + \beta_i t + \epsilon_{it}$$

where

- $i = 1, 2, \ldots, n$ subjects
- $t = 0, 1, \ldots, n_i - 1$ timepoints

---
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is the measurement for subject \( i \) on occasion \( t \);
\( \alpha \) is the overall population intercept;
\( \beta \) is the overall population slope;
\( \alpha_i \) is the intercept for subject \( i \); and
\( \beta_i \) is the slope for subject \( i \); and
\( \epsilon_{it} \) is an independent residual distributed
normally with mean 0 and variance

We also assume that the distribution of individual intercepts and slopes in the population is bivariate
normal \( \mathcal{N}(\mu, \Sigma) \), with

\[
\mu = \begin{bmatrix} \alpha \\ \beta \end{bmatrix} \quad \text{and} \quad \Sigma = \begin{bmatrix} \sigma^2_{\alpha} & \sigma_{\alpha \beta} \\ \sigma_{\alpha \beta} & \sigma^2_{\beta} \end{bmatrix}
\]

This model can be referred to as a personal trend or change model since it represents the measurements
of \( y \) as a function of time, both at the individual \( (\alpha_i, \beta_i) \) and population \( (\alpha, \beta) \) levels. The
intercept parameters indicate the starting point and the slope parameters indicate the degree of change
over timepoints. Additionally, this model can assess the residual variance \( \sigma^2 \), intercept variance \( \sigma^2_{\alpha} \), slope
variance \( \sigma^2_{\beta} \), and the covariance of the intercept and the slope \( \sigma_{\alpha \beta} \). Note that the timepoints range from
\( t = 0 \) (i.e., the start of the study) to \( t = n_i - 1 \). The subscript \( i \) reveals that each subject may vary
in terms of the number of occasions on which a response was recorded.

We can also include terms in the model for covariates that do not change over time (time
invariant) and for covariates that vary across the measured timepoints (time varying). This model can
then be written, for a given subject \( i \), as

\[
y_{it} = \alpha + \beta t + \alpha_i + \beta_i t + \gamma x_{it} + \delta x_{it} + \epsilon_{it}
\]

where the additional parameters

\( \gamma \) is the coefficient for the time invariant

\( \delta \) is the coefficient for the time varying
covariate \( x_{it} \).

covariate \( x_{it} \).

Interactions of the covariates can be included in the same way that interactions are included into a
multiple regression model. One type of interaction that is particularly interesting is a time \( (t) \) by covariate \( (x \text{ or } x_{it}) \) interaction. This type of interaction would indicate whether the covariate is related to the
dependent measure differentially across timepoints.

For example, the effect of drug on clinical improvement could be increasing across the time
period of the study.

The model that has been presented has thus far
assumed that once we have conditioned on the individual (i.e., modeled the person-specific effects),
the residuals are independent over timepoints. However, since the same subjects are measured
repeatedly, some type of time-related dependency in the residuals must be expected. A simple type of
dependency common for repeated measures data is a first-order autoregressive process. Regression models
where the residuals follow an autoregressive process have been developed mainly in the econometric
literature, for example, to model longitudinal earnings data (MaCurdy 1982). In this process, the residuals
from successive timepoints are more highly correlated
than the residuals from timepoints that are further
apart. This pattern of correlation is sometimes referred to as serial correlation or autocorrelation. In terms
of the model, the first order autoregressive process is written as, for subject \( i \) at timepoint \( t \).

\[
\epsilon_{it} = \rho \epsilon_{it-1} + \epsilon_{it}
\]

where \( \epsilon_{it} \) is assumed to be normally distributed with
mean 0 and variance \( \sigma^2 \) and \( \rho \) is the autocorrelation
coefficient. This equation simply states that the residuals at any timepoint are related to the residuals
from the previous timepoint, and the magnitude of
this relationship is represented by \( \rho \). Notice that if
\( \rho = 0 \) there is no autocorrelation and the residuals
are independent over timepoints. Using the stationarity
assumption (Maddala 1977), that the residual vari-
ances and covariances depend only upon the intervals
between the timepoints and not on the starting
timepoint, the residual variance covariance matrix is
of the form:

\[
\Sigma_{\epsilon_i} = \begin{bmatrix}
1 & \rho & \rho^2 & \rho^3 & \cdots & \rho^{n_i-1} \\
\rho & 1 & \rho & \rho^2 & \cdots & \rho^{n_i-2} \\
\rho & \rho & 1 & \rho & \cdots & \rho^{n_i-3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\rho^{n_i-2} & \rho^{n_i-3} & \cdots & \cdots & \cdots & 1
\end{bmatrix}
\]

The first subdiagonal of this matrix consists of the
autocorrelation coefficient \( \rho \), the second subdiagonal
is \( \rho^2 \), the third is \( \rho^3 \), etc. Thus, the relationship
between successive residuals is largest and
the relationship decreases as the interval between the
residuals increases. Also, this variance-covariance
matrix is subscripted by the subject index \( i \) to indicate
that each subject can be measured on a different number of timepoints, \( n_i \). This number then determines the size of the matrix \((n_i \times n_i)\).

The method of maximum likelihood, specifically Fisher’s ‘method of scoring’ solution (Silvey 1975), can be used to estimate the model and population parameters. This method also yields standard errors for each of the estimates that can be used to perform tests of significance, since the estimate divided by its standard error is essentially a z-score (Wald 1943). The computed z-score can be compared to a standard normal distribution frequency table to test the null hypothesis that the parameter equals 0, and when the z-score exceeds 1.96, the null hypothesis can be rejected at the usual \( p < .05 \) critical level for a two-tailed test.

### Example

Riesby and associates (1977) examined the relationship between imipramine (IMI) and desipramine (DMI) plasma levels and clinical response in 66 depressed inpatients (37 endogenous and 29 nonendogenous). Following a baseline placebo period of 1 week, patients received 225 mg/day doses (75-mg tablets t.i.d) of IMI for the 4 weeks of the study. Blood samples, drawn twice weekly, 15 hours after the last drug intake of each patient, were assayed for IMI and DMI concentrations. Additionally, patients were rated using the Hamilton Rating Scale for Depression (HAM-D) during the baseline placebo period as well as at the end of each week of the study.

In their analysis of these data, Riesby and associates defined clinical response as a trichotomy (response, partial response, and nonresponse) based on the final HAM-D score of each patient. Steady-state plasma levels were computed as the mean value of the plasma concentrations at Weeks 2 through 4. The authors reported that all nonresponders (22) had steady-state plasma levels of IMI plus DMI below 240 \( \mu \)g/L, while most of the responders in the endogenous group (10 of 12) had plasma levels above this limit.

While their results are informative, the time-varying nature of these data was not accommodated into their analysis. For instance, although the HAM-D was scored weekly during the study, only the final score was used in the data analysis. Their results indicate a relationship between average plasma levels and the final HAM-D score but do not indicate whether a relationship exists throughout the course of the study. With random regression models, however, the time varying nature of the data can be included in the analysis, enabling the relationship between drug plasma levels and clinical response to be more fully explored.

The random regression model for a subject \( t \) can be represented in matrix form by

\[
\begin{bmatrix}
\text{HAM-D}_{1t} \\
\text{HAM-D}_{2t} \\
\text{HAM-D}_{3t} \\
\text{HAM-D}_{4t}
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
1 & 1 \\
1 & 2 \\
1 & 3
\end{bmatrix} \begin{bmatrix}
\alpha_0 \\
\alpha_1
\end{bmatrix} + \begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\delta_1 \\
\delta_2
\end{bmatrix} + \begin{bmatrix}
\epsilon_{1t} \\
\epsilon_{2t} \\
\epsilon_{3t} \\
\epsilon_{4t}
\end{bmatrix}
\]

Although this model includes the plasma levels of IMI and DMI as well as the HAM-D scores for Weeks 1 through 4, complete data for all four timepoints are not required. In fact, while the random regression analysis used the data from all 66 subjects, the number of subjects with these 3 measures (HAMD, IMI, and DMI) at each of the 4 timepoints fluctuated: 64 at Week 1, 65 at Week 2, 65 at Week 3, and 58 at Week 4.

The effects of sex and endogenous subtype are reflected by the regression coefficients \( \gamma_i \) and \( \gamma_2 \), while the coefficients \( \delta_1 \) and \( \delta_2 \) indicate the effects of IMI and DMI, respectively, on the HAM-D scores over the course of the study. Since the magnitude of the plasma level measurements varied greatly between individuals (from 4 to 312 \( \mu \)g/L for IMI and from 0 to 740 \( \mu \)g/L for DMI), a log transformation was used to ensure that the computed regression equation would not be unduly influenced by extreme, or outlying, values. Interactions of the plasma levels by time as well as the plasma levels by endogenous subtype were examined; however, these were not observed to be statistically significant and so were not included in the final model. Since the HAM-D ratings were made during the baseline placebo period in addition to the 4 weeks of the study, an analysis was performed on the actual HAM-D scores from Weeks 1 to 4 as well as the HAM-D change from baseline scores at Weeks 1 to 4.

The results for the random regression model, which are given in Table 1, indicate that the average HAM-D score at the end of Week 1 is a rating of 21.2.
while the average improvement rate is roughly 2 units per week. This rate of improvement is observed in both the analysis of the total score (β = −1.98) and the change from baseline score (β = −1.93). The overall intercept (α) is nonsignificant in the change from baseline analysis, indicating that significant improvement was not evident between the baseline placebo period and the end of the first week of drug therapy (Week 1). Also, there does not seem to be a significant correlation between the intercept and the slope, since this parameter (γβ) is nonsignificant in both analyses. Thus, the rate of improvement and the level of initial severity do not seem to be significantly related.

In terms of the covariates, the effects of sex and IMI are nonsignificant for both the HAM-D and the HAM-D change from baseline scores. The endogenous effect approaches significance for the HAM-D score, but is nonsignificant for the HAM-D change from baseline score. The effect of DMI is significant for both scores, although the effect is much stronger for the HAM-D change from baseline score. The correlations between the plasma levels and the HAM-D scores across the timepoints are given in Table 2. From these correlations, it is apparent that a consistent negative relationship exists between the HAM-D scores, especially the change from baseline scores, and the DMI plasma levels. Also, the relationship between IMI plasma levels and the HAM-D scores is not significant in the random regression model, and the correlations between these variables are small.

The residual autocorrelation is marginally significant, the actual magnitude (ρ = .25) is moderate, and so the inclusion of this parameter in the model is warranted. The model residuals, thus, are not independent across timepoints and a moderate amount of autocorrelation is present. The significance test for this parameter is one-tailed, since we are only allowing the possibility of positive autocorrelation.

These data were also analyzed using both endpoint analysis and the repeated measures multivariate analysis of variance (MANOVA) model (Bock 1975). The univariate mixed analysis of variance model was not performed since the assumption of compound symmetry (equal variances and no correlation across timepoints) was rejected in these data. The endpoint analysis revealed a strong effect of Week 4 DMI values on Week 4 HAM-D change from baseline scores. This effect was comparable to that observed by the random regression model, although it only indicates that a relationship exists at Week 4, whereas the random regression model reveals a strong and consistent relationship for the entire 4 weeks of the study. Using the repeated measures MANOVA, which can assess whether a significant relationship exists over all timepoints, we did not observe a significant effect of DMI with either the HAM-D or the HAM-D change from baseline scores. Because this model requires complete data across timepoints for all variables, only 52 of the 66 subjects were used in the analysis. The significant DMI effect seen in the random regression analysis was not detected in this smaller sample by the repeated measures MANOVA.
Summary

The reanalysis of the Riesby dataset using a random regression model indicates a significant effect of DMI plasma measurements on HAM-D scores across the four timepoints of the study. This effect is especially strong when the HAM-D change from baseline score is used in place of the actual HAM-D score at the four timepoints. A significant effect of IMI was not found for either the actual HAM-D score or the HAM-D change from baseline score. An endogenous effect was marginally significant when the actual HAM-D score was used; however, this effect was not observed when the HAM-D change score was used as the dependent measure. There also was evidence of a marginally significant effect due to autocorrelation of the residuals, indicating that the residuals at a given timepoint were related to the residuals from previous timepoints according to a first-order autoregressive process. In contrast, when the repeated measures MANOVA was used to analyze these data, a significant effect of DMI was not observed, since subjects without complete data at all timepoints had to be dropped from the analysis. In longitudinal psychiatric studies where missing data are the rule (rather than the exception), the random regression approach provides an attractive alternative to the traditional methods of analyzing longitudinal data.
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